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Course Info

STAT 330: Probability and Statistics for Computer Science
General Info

e Instructor: Manju M. Johny

e Email: mjohny@iastate.edu

e Office Hours: 3:10-4pm Mon/Thurs, 3406 Snedecor Hall
o TA: QERISN Tian

e Email: gltian@iastate.edu

e Office Hours: 11-11:50am Tue/Fri, 3207 Snedecor Hall

Course Setup

1. Intro to probability & random variables (7-8 weeks)
2. Applications of probability (~ 3 weeks)

e Markov chains

e Queueing Systems

3. Statistics (4-5 weeks)

Introduction



Probability and Statistics

Definitions
e Probability is a mathematical theory for modeling processes

where outcomes occur randomly

e Statistics is learning about the real world from data under the |
assumption that the data was generated by a random process

Goals

1. Probability: model and assign probabilities to outcomes

2. Statistics: use probability to draw conclusions
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Random Experiment



Random Experiment

Definition

A random experiment is an experiment (or process) for which

outcome cannot be predicted withYcertainty
o : EMPIee

Example 1: Various random experiments

e A message can take two network routers to reach a recipient

& computer. We record the status of router 1, the status of
}f 5’ router 2, and the status of the recipient computer, where the
g .
g?“l\“ status is either up (U) or down (D).

e Record the time for a web page to respond.
e Roll a die and record the face up.

e Flip a coin until you get a head. Record all the faces that your
obtain.
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Components of random experiment
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Definition A 0reY
The outcome (w) is the result of an experiment J

Example 2: Outcomes

e Network Routers: w = (router 1 down, router 2 down,

recipient computer up) = DDU
e Access web page: w= Z.576 sec
e Roll a die: w= 4

e Toss coin until head: w= TTH

o
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Sample space

capital Omega
Definition J v
The sample space (2) is the set of ALL possible outcomes j

Example 3: Sample spaces

e Network Routers: 2 = DDD, DDU, DUD, UDD, UUD,
ubuU, DUU, UuU

e Access web page: Q = (0 )
e Roll a die: Q= % 1,2,3,4,5,6%
o Toss coin until head: Q= 3 H#, TH, TTH, TTTH,---§

|Q2| = # of outcomes in sample space.
( For the network routers example, [Q2| = 8
" cardinality” o gmega



Types of sample space

Sample space can be ...

e finite — discrete
e countable infinite — discrete
e uncountable infinite — not discrete

Example 4: Discrete/not discrete sample spaces

e Network Routers:
Q= {DDD, DDU, DUD, UDD, UUD, UDU, DUU, UUU}
s discrete  (Finite)
e Access web page: Q2 = (0,00) ‘
— not discrete (uncouh\'ﬂ\)le inﬁm'}e)
e Roll a die: Q= {1,2,3,4,5,6}
— discrete  (Finite)
e Toss coin until head: Q ={H, TH, TTH, TTTH,---}

— discrete ((ountable finite) 7/21
Definition subset &) sample space

An event (A, B, C,etc) is a collections of outcomes from the

sample space that we are interested in. A CQ

Example 5: Events

e Network Routers: A message is transmitted successfully if at
least one router is up and recipient computer is up.
A = successful transmission = {DUU, UDU, UUU}
e Access web page: B = More than 10 seconds = (10, co0)
o Roll adie: C= Ralleven# = 22,4 6%
e Toss coin until head: D = SQH"\"j 15t head W 2-5 tosses
*ETH/ TTH, TTTH, TTTTHZE



Probability

Probability

tHow likely 15 an event 2

e Let A be an event (set of outcomes from the sample space)

e Then, probability of event A is written as P(A)

Example 6:

e Consider event C as successful transmission in the Network
Router example

e Suppose the chance that a message is successfully transmitted
is 90%
e P(C)= 090

To calculate probability of events, start with understanding set
theory
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Set Theory

Set Notation

Review symbols €, ¢, C, C, D, D.

e If x is an element of set B, this is denoted x € B x ‘in" B
e If y is not an element of set B, this is denoted y ¢ B Y Thet 'n" B
e |f every element of set A is also an element of set B, then A is

a subset of B. AC B

Let A and B be two events - - -

e Union (U): AU B is the event consisting of all outcomes in A
or in B or in both.

AUB={w|w € Aorw € B}

e ms

AVS
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Set Notation Cont.

e Intersection (N): AN B is the event consisting of all outcomes

simultaneously in A and in B.

AﬂB:{w‘weAandeB}

G-

e Complement (A): The complement of an event A (A) is the
event consisting of all outcomes not in A. A = AS
A={w|wd¢A}

OF 2o
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Set Notation Cont.

e De Morgan's laws:

( added s\ide)
(AUB)=ANB (ANB)=AUB

e Empty set (0): () is a set containing no elements, usually

denoted by {}. The empty set is a subset of every set:

“aull set” hCA
e Disjoint/mutually exclusive sets: Sets A, B are disjoint if their
intersection is empty: o 1o overlap

ANB=10 no outcomes in

£ 5
O é comnmon blw
. P‘/B

e Pairwise disjoint sets: Sets A1, Ay, As, -+ are pairwise disjoint
if AiNnA; =0 forany i #

5,«.

A2 | Ax | Ay
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AUB o -._ANB

A\B A not B L

A
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Set Notation Cont.

Example 7:
Q={1,2,3,4,5}
A={1,2,3}
B ={2,3,4}
C = {4,5}
1. A= i 4, s3
2. AUB= 3,2/3,4%
3. ANB= 372,3%
4. ANC= @
5. Are A and B disjoint? no  b/c AOG # @
6. Are A and C disjoint? €S wlc ANC =0
7. Are A,B,C pairwise disjoint? No

at least one pair has elements 1n common
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Kolmogorov’'s Axioms

Kolmogorov’s Axioms

e Recall: P(A) is the probability that event A occurs

e Want to assign probabilities to events as a measure of their
likelihood of occurring

e A probability model is an assignment of numbers P(A) to
events A C Q such that Kolmogorov's axioms are satisfied.

Kolmogorov’'s Axioms
1. 0<P(A)<1lforallA (bW 0 4 1 inclusve)

2. P(Q) =1
S

)"3’;

3. If A1, Ay, As, .-+ are pairwise disjoint, then
M P(ALUAU--+) = P(A1) + P(A2) + --- = 3_; P(A))
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Kolmogorov’'s Axioms Cont.

Kolmogorov's axioms...

e Give the logical framework that probability assignment must
follow
e But don't tell us what probabilities to assign to events

Example 8: Draw a single card from a standard deck of playing
cards: Q = {red, black}
Two different probability models are:

Model 1 Model 2
P)=1 P&} =1
P{red) = 0.5 P(red) =0.3
P(black) = 0.5 P(black) = 0.7

cblc Yolmogarovh axioms ‘are sanshed )
Both are valid probability models However, real world experience

tells us model 1 is more accurate for the scenario.

16 /21
Consequences of Kolmogorov’'s Axioms
Let A, B C Q.
52

A. Probability of the Complementary Event: AS) . A
=0
P(A)=1- P(A)

Corollary: P(§) =0

B. Addition Rule of Probability
P(AU B) = P(A) +P P(AﬂB)

. If AC B, then P(A (B). m
Corollary: For any A, P(A) < 1. O
- )




Using Kolmogorov’s axioms

There are 2 main approaches to assign probabilities to events at
this point.

1. When we know events are disjoint (easy!).

e Let A be a collection of of k outcomes (wi, .. .,wx) that are all
pairwise disjoint.
e Use Kolmogorov's axiom 3: P(A) = P(U'_ w;) = fozl P(w;).

Example 9: Roll a die. Suppose event A is rolling an even number.
(Assume all numbers are equally likely — P(w) = £ for all w)
Q=1{1,2,3,4,5,6}

AR d0h P(A) = P("2 6") | k,
= 2 or “4” or “6"
¢ o\mer oS
= P(“2" U "4" U “6") Mwmis
= P(2) +P(4) +P(b) since wf o
= Loy L ¢ Ya
T b b GO 18/21

Using Kolmogorov’s axioms cont.

2. When events may or may not be disjoint (harder).
e Start with known probability of some of the events.
e Use this information and Kolmogorov's axioms to deduce
probabilities of other events.
e Drawing Venn diagrams will simplify the problem

Example 10: Suppose in a small college of 1000 students, 650
students own Iphones, 400 students own MacBooks, and 300
students own both.

Define events: | = “owns Iphone”, and M = “owns MacBook" .
Known T 7 S

P} =10.65

P(M) = 0.40 @

P(I nM)=0.30 ~ —
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Using Kolmogorov’s axioms cont.

PCI)=0.6S P(M)=04 PCTOAM)= 0.3

a. What is the probability of owning an Iphone or a MacBook?
PCZULM)= ?P(T) H’(M) P(InM)

P(TUM) = (F5
b. What is the probability of owning neither an Iphone nor a

MacBook?

nw

p(IUM ) e Morgan's law
| — PCTIOM)  (omplewent

i

1\

c. What is the probability of owning only an Iphone? (ie. owning
an iphone and no MacBook)

P(TWM)=P(TaM)="7 |

?(t)ﬂ(n:nmw(rm;*) }

P(INM)= P(I)“P(I(\M) )
= 0.6S - 0.3
= 0.3

d. What is the probability of not owning an Iphone?

PC(T)= 1-P(T)
= |

T M o
2
= 0.3S i '

21 /21




| P®=YyrT =05 P(AB)=0.3

Wk € we wert g PR), P(8), p(RaB)

o Giwew [ qvdedality g pedr

leptpdepy L cisgecl
p)=d5 | P(Ane)= p(AUB)
o(FNE) = 0 | e e

\ S 7477%

rut Q,,@(\@ .

_ RB=ytre =05
g D Wi T L Rl e =0 - ]
Cjwhat S P(AnG)  P(AUB=XEytz =094

o S sl syem 8, Bgs

<

2=02 ks R(A0B)




Table Metned (Wl won dealing Wi 9 seds )

(non
P =0+
7(8) =0->
p(aAg )=\
f ‘H‘ ) —/?(’%) e as loh(cj as You Khow
8 105~ o valwe Sor pach oy o
& | Lot ] o morgins 4 swe @l walue,
s g - A you can dedvce alg
A | bWy cal yalues
R () o — s Yoyl dp add to mogh
= avgns (eachh $ide)
1dds 4o 4
= - a0 calls added
o ’\/O%MV = |
— ;

& o;%j 0.2 IO,S‘
o | o) Jos
0-3 s e =

P(ANG) = 03

[

{



