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Discrete Distributions: Bernoulli and Binomial Distributions
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Discrete Distributions

Common distributions for discrete random variables
Vi diomi buted 7

e Bernoulli distribution @&V

e Binomial distribution

AR
e Geometric distribution A
o
X ~ Geo(p) R G
KN
e Poisson distribution N
\I‘A'
- o
X ~ POIs()\')C Qu!

We will also discuss joint distributions for 2 or more discrete
random variables
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Bernoulli Distribution



Bernoulli Distribution

Bernoulli Experiment: Random experiment with only 2 outcomes:
e Success (S)

e Failure (F)

where P(Success) = P(S) = p for p € [0, 1]

Example 1: (Bernoulli experiments):

1. Flip a coin: S = heads, F = tails
2. Watch stock prices: S = increase, F = decrease

3. Cancer screening: S = cancer, F = no cancer
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Working with Bernoulli Random Variable

Suppose we have a situation that matches a Bernoulli experiment
(only 2 outcomes: “success” and “failure”).

We obtain the outcome “success” with probability p

When random variable X follows a Bernoulli Distribution, we write

N : weV S
(LN lp?u‘géwk \Q,\? &&QV\A
X ~ Bern(p) 4 °
A paed”
L ) ()\\SXY\\’\L\C

e Define a random variable X

X — 1 Success (S)
| 0 Failure (F)



Bernoulli Random Variable Cont.

\ ) S
o Probability Ma{sr/%ction (pmf)
1. Im(X) = {0,1}
2. P(X = 1) = P(S)
P(X = 0) = P(F)

p
i =

p

The pmf can be written in tabular form:
X | 0 i
px(x) | 1—p p

The pmf can be written as a function:

0 otherwise

5 { p(L-p) xe{0,1)

Typically, we use the above functional form to describe the
probability mass function (pmf) of Bernoulli random variable.
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Bernoulli Random Variable Cont.

e Cumulative distribution function (cdf)

0 t<0
Fx(t)=P(X<t)=4 1-p 0<t<1
Fxlt) 1 et € 2\
l L
-p
— +— ¢

! A

0
e Expected Value: E(X)=0p

EX)= Y xP(X=x)=0(1-p)+1(p)=p
x€{0,1}

e Variance: Var(X) = p(1 — p)
E (x2)= % x*p(X==) =(0)(1-P>+ (»(P) =P
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Var (X)) = B(yd)-(EX) = P-f° =pC\-¢)



Binomial Distribution

Binomial Distribution

Set up: Conduct multiple trials of identical and independent
Bernoulli experiments

e Each trial is independent of the other trials

e P(Success) = p for each trial

We are interested in the number of success after n trials. The

random variable X is

X = " # of successes in n trials”

This random variable X follows a Binomial Distribution
n,p QAR «pamme{-evs

ST ek e dvstrouiov

X ~ Bin(n, p) depends on
where n is the number of trials, and p is the probability of success W,
for each trial. Qv dikkenent va

6[9 Vl./ P/\ 7/ 17
MY disr. wnl @ foolc
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Binomial Distribution Cont.

n=\0
Example 2: Flip a coin imes, and record the number of heads.

Success = “heads”; P(Success) = p = 0.5

e Define the random variable X o
I

»
X = “ # of heads in 4 trials”

e The distribution of X is ... = B
e
X ~ Bin(10,0.5)
Vi
n= 16
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Derivation of Binomial pmf

for exumple 2

e Probability Mass Function (pmf) —— )
1. Im(X)={0,1,2,3,4,...,n} = 30,Y17%,%,4,5,6,3,8,9,10%
2. PIX=gx)="

Recall P(Success) = P(S) = p, P(Failure) = P(F)=1—p

Case: X=0| F F F---F

T A als

P(X=0)=(1-p)" s FEE v o

Case: X =1 4 FSEF .- £
FES E-+:L

P(X =1)= (])p'(1 - p)" ! :

Case: X =2
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Binomial Random Variables

In general, the probability mass function (pmf) of a Binomial
R.V can be written as:

(Mp*(1 - p)"* for x =0,1,2,...,n

'P ()('::i) = pX(X) =
0 otherwise
\ N
e Cumulative distribution function (cdf) [t = x‘*\‘szc;o\;c
1t) B
n IEk= §
() = Px < =)o p) ]
x=0 V¢ 1499941 = 4
(Add up the pmfs to obtain the cdf) LS-FS) =5
e Expected Value: E(X) = np LH.8) =Y
e Variance: Var(X) = np(1— p)
10// 17

(independont 4 identically  dikibuted )
IID Random Variables




Properties of IID Random Variables

Independent and identically distributed (iid) random variables have
properties that simplify calculations

Suppose Yi,..., Y, are iid random variables

e Since they are identically distributed,

ElY:)=E(Y) = ... = E(Y,)
> E(T¥) = S E(¥:), = nE(Y1)

Alweays sSmnce \luS idendica)
Var(Y1) = Var(Y2) = ... = Var(Y,)

e Since they are also independent,
— Var(z Yii=3Y, Var(Y) = nVar(Yl)
SINCL mdepmdmb TSk 1Aeaicd
(no covaviance )

11/17

Working with IID Random Variables

A Binomial random variable, X, is the sum of n independent and
identically distributed (iid) Bernoulli random variables, Y;.

Let Y; be a sequence of iid Bernoulli RV. For i=1,...,n
iid
Y; ~ Bern(p)

with E(Y;) = p and Var(Y;) = p(1 — p). Then,

K = z Y; ~ Bin(n, p)
i=1
Then, we obtain E(X) and Var(X) using properties of iid R.V.s
E(X)=nE(Y1)=np
Var(X) = nVar(Y1) = np(1 — p)
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Examples

Binomial Distribution Examples

Example 3: A box contains 15 components that each have a
defective rate of 5%. What is the probability that ...

1. exactly 2 out of 15 components are defective?
2. at most 2 components are defective?
3. more than 3 components are defective?

4. more than 1 but less than 4 components are defective?

How should we approach solving these types of problems?

Always start by

1. Defining the random variable
2. Determine the R.V's distribution (and values for the
parameters)

3. Use appropriate pmf/cdf/E(X)/Var(X) formulas to solve
13/17



Binomial Distribution Examples Cont.

Define the R.V: X = # of defective components (t 6b \S Componeuts )
State the Distribution of X: X ~ Bin(15,0.05)

n=15, p= 0.05 n7\ ’tQ

1. What is the probability that exactly 2 out of 15 components
are defective?
Ty 2 S
P(X=2)= Pyl = ( 5 ) (0:05) (0.a5)

-

)

2

(05‘) (0.05)1(0.q5‘3l3

\3
- s (o,oS')z(O-qs_)
24 13\

((DS)
= 0.1348¢%

3
(0.053(0as)

"
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Binomial Distribution Examples Cont.

2. What is the probability that at most 2 components are

mé defective?
(\AS\VU:) M) P(X <2)= ®x(0) + PxC') + Px (z)
= (%) (0-05)°(0.95)"

\ 1S
lg') (G.OS‘) (O.C\g)
! S -2

)
+

(
v (') 00s)" (045D

_ 09638

| sty Appendix A
(Wsing cdf) P(X <2) = Fpiz] = UH0aE ( RBinomia\ Table
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Binomial Distribution Examples Cont.

3. What is the probability that more than 3 components are
defective? P(X >33)="72 I — P(X <3)

pme
(WS\ng ##&) P (R £3) = Px (0) + @x(V) -’Px('Z) * Px(3)

(‘S )(0 OS') ( 6- °15'>q
+(LF)(0 05)" (045 )
15) (6 0'5) (0 qs)

v ()0 05)F (048D
=0 qqqs

S P(X>3) =1 —PCXEY) = 1-0.9945 = 0-005S
(using cdé) P(X&3) =

—
—

Fx(3) = 04945
= >
S P(x>3) = 1-PCXE3) = |-0:2985 0.00S
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I
Binomial Distribution Examples Cont.

4. What is the probability that more than 1 but less than 4
components are defective?

€ P(1< x<y) =2
(USg pME) P ( 1eXey) = Pr=2) + PLR=3)

Py (2) + Px(2) o
3
=('s )(o,os‘)" (0454 (5 )(0.05) (0:95)
2

1)

= 0.165S
(Wing cgs) PCraXrxenr) — Px<)
— P(*x€) s
Fo(3) = T R@ri’\ﬁ:\\w\
To WUSLe CoOr W\Q‘\""de - O,QQL\S _ 082490 =)

We W fo e probualel oo o
w/ Ve Sign .

cOE fule  guwes P(XEt)
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